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SUMMARY

The level set equation is a nonlinear advection equation, and standard finite-element and finite-
difference strategies typically employ spatial stabilization techniques to suppress spurious oscillations
in the numerical solution. We recast the level set equation in a simpler form by assuming that the
level set function remains a signed distance to the front/interface being captured. As with the original
level set equation, the use of an extensional velocity helps maintain this signed-distance function. For
some interface-evolution problems, this approach reduces the original level set equation to an ordinary
differential equation that is almost trivial to solve. Further, we find that sufficient accuracy is available
through a standard Galerkin formulation without any stabilization or discontinuity-capturing terms.
Several numerical experiments are conducted to assess the ability of the proposed assumed-gradient
level set method to capture the correct solution, particularly in the presence of discontinuities in the
extensional velocity or level-set gradient. We examine the convergence properties of the method and its
performance in problems where the simplified level set equation takes the form of a Hamilton-Jacobi
equation with convex/non-convex Hamiltonian. Importantly, discretizations based on structured and
unstructured finite-element meshes of bilinear quadrilateral and linear triangular elements are shown
to perform equally well. Copyright (©) 2005 John Wiley & Sons, Ltd.

KEY WORDS: Level set method; finite element; stabilization

1. INTRODUCTION

The standard level set equation (Osher and Sethian [12]) describes the evolution of a scalar
function, ¢, through .

¢ +v[|[Vol =0, (1)
where v(a, t) is the advection velocity. This partial differential equation is often used to describe
the motion of an interface by associating its geometry with the zero-iso contour of ¢. Typically,
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2 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

¢ is initialized as the signed distance to the interface, satisfying ||[V¢| = 1. Signed-distance
functions possess a number of desirable properties, and the advection velocity v is often
replaced by a corresponding extensional velocity v, such that |[V¢| = 1 is maintained. In
this work, we examine the advantages of assuming, from the outset, that a signed-distance
representation is maintained, allowing the above to be recast as

b+ ve = 0. (2)

This is generally simpler than (1), and reduces to an ordinary differential equation when v, is
independent of V¢. We explore the applicability of these ideas to cases where discontinuities in
V ¢ and v, are present, and examine discretizations of (2) based on structured and unstructured
finite-element meshes.

The level set equation has been widely used in the computational science field as a
mechanism for simplifying the representation of propagating interfaces (for example, see
Osher and Fedkiw [13], Sethian [17]). Most discretizations of (1) have been based on finite-
difference approximations over structured Cartesian meshes [12, 17], with implementations
on triangulated domains first presented by Barth and Sethian [1]. The latter also considered
stabilized Petrov-Galerkin finite-element approximations to (1) based on the work of Johnson
[9]. Since these stabilized schemes did not control solution oscillations near discontinuities in
V¢, the use of the discontinuity-capturing operator advocated by Hansbo [7] was also studied
in [1]. This nonlinear artificial-viscosity operator introduces a number of free parameters.
Effective numerical solution schemes that do not require free parameters are obviously

desirable.
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Figure 1. An example of a finite-element mesh based on arbitrary quadrilateral elements.

Further, for the finite-element analyst seeking to discretize (1) using a finite-element mesh
based on arbitrary quadrilateral or brick elements (e.g. see Figure 1), relatively few options
are available. Such meshes are popular for simulating structural mechanics problems for a
number of reasons, most notably the increase in accuracy they provide over comparable
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ASSUMED-GRADIENT LEVEL SET METHOD 3

triangulated meshes. In principle, stabilized discretizations of (1) for arbitrary quadrilateral
or brick elements could be developed using a Petrov-Galerkin formulation. To our knowledge,
however, this has not been attempted.

In their work on grain-boundary migration, Mourad and Garikipati [11] recently introduced a
simplified algorithm for the level set equation that did not employ stabilization. The algorithm
can be derived from a straightforward Bubnov-Galerkin approximation to (2) with subsequent
“mass lumping”. Mourad and Garikipati [11] examined the method using structured Cartesian
meshes of bilinear quadrilateral elements. This method was then employed by Ji et al. [8]
for representing the evolution of phase boundaries over unstructured finite-element meshes.
In the present paper, we examine the applicability of this method to a broader class of
interface-evolution problems characterized by non-smooth solutions. We also examine the
accuracy, convergence, and stability properties of the algorithm. Several numerical examples
are presented to illustrate the robustness of the method, especially in cases where (2) takes
the form of a Hamilton-Jacobi equation with convex or non-convex Hamiltonian.

This paper is organized as follows. In Section 2, we discuss the original level set equation and
the justification for the modified form. We also provide an equivalent variational formulation.
In Section 3 we provide details of the finite-element discretization and describe the numerical
algorithms used in constructing the extensional velocity and in reinitializing the level set field.
Numerical examples are then provided in Section 4. Finally, a summary and some concluding
remarks are provided in Section 5.

2. PROBLEM FORMULATION

We consider a moving interface, %, which divides the domain of interest, £, into two disjoint
open subsets, 7 (t) and B7(t), for each ¢ in some time-interval .7 of interest. This situation
is depicted in Figure 2. An Eulerian formulation is sought for €(¢) evolving with velocity v
along its local normal, n..

0%

Figure 2. Schematic showing the domain of the problem, divided into regions #% and %~ by the
moving interface, . The normal to the interface, n., is defined such that it always points into the
%" subdomain, as shown.
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4 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

2.1. The level set equation

In the level set method, originally introduced by Osher and Sethian [12], € is parameterized
as the zero level set,

Ct) ={x: ¢(z,t) =0}, (3)

of the scalar function, ¢, whose evolution is governed by
b+olVel =0,  Y(mteBxT, (4)
where the normal velocity field v = v on %, and || - || denotes the magnitude of the vector. The

signed-distance function to the interface is often used as the initial condition; i.e.

6

Lr?((r;”w—p“, VaeBt,

¢(z,0) = (5)

—géi%”il:—p”, VaeecH,

and the velocity, v, is replaced by a corresponding extensional velocity, v., which satisfies
Ve =V =v on %, as well as

V6 -Voe=0, VazecB (6)

For sufficiently smooth ¢ and v, this preserves the initial signed-distance function, as shown
by Zhao et al. [21]:

) - )
S IVol? =2V6. 2V

=2V¢-Vo

= —2Vé - V(ve[| V)

= =2(Vo - Vuo)[[Ve| =2V - v (V[ Vl]), (7)
which vanishes by virtue of (6) and since a distance function satisfies |[V¢| = 1 and
V|IV¢|| = 0, by definition. Signed distances to the interface are preferred because a uniform

separation of the level sets leads to accurate approximations of the local unit normal, n, and
curvature, K, via

Vo
__Yr 8
"Vl ®)
Cv.on_v. YO
k=V.-n=V ol (9)

2.2. Modified level set equation and the effect of discontinuities

Based on the arguments of Section 2.1, Mourad and Garikipati [11] assume that ||V¢|| =1 is
maintained everywhere in %, for all ¢t > 0, and hence replace (4) by

¢+ v, =0, V(x,t)e BxT. (10)

We note that in those cases where v, is independent of all derivatives of ¢ with respect to x,
the above is an ordinary differential equation.

To gain some insight into this approach, consider the following one-dimensional example. We
consider the domain & = {x : « € (0,1)} and write x, for the position of the interface. Assume

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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?, Ve A

Figure 3. One-dimensional example of the level set function ¢ (solid line) as a signed distance to the
interface, and an extensional velocity (dashed line).

the level set function is initially a signed distance to the interface, i.e. ¢(z,0) = x — x4|i=0-
For concreteness, such a function is shown in Figure 3. The only function satisfying (6) in this
simple example is v, = v, a constant field.

Under these conditions, the modified level set equation (10) simply implies that ¢ decreases
monotonically with time (assuming v is positive), and further that the interface evolves with
the correct speed v. One way to view the original level set equation (4), is to recognize the
term ||V ¢|| as a “correction” to the normal velocity field, such that the zero level contour of
¢ evolves at the correct speed even when ¢ is not a signed distance to the interface.

While relatively trivial, the above analogy does hold for multiple dimensions. Following a
procedure analogous to (7)1—4, except using the modified equation (10), we obtain

0
5 |IVell* = —2V6 - V. (11)

This is a simpler result than (7)4, but the implication is the same: the solution to (10) remains
a signed-distance function. Further, we note that in contrast to (7)4, a term proportional to
V||V || does not appear in (11). This suggests that the assumed-gradient algorithm may be
less sensitive to perturbations in the initial signed-distance function.

Both (7)4 and (11) were obtained by assuming that the level set function and extensional
velocity remain sufficiently smooth. However, in general, V¢ and v, may not be continuous
on 4. For instance, consider the case in which the extensional velocity takes the form

Ve :UlHZﬁ*’UQ(l*HZ), (12)

with vy and wve sufficiently smooth and H, the Heaviside unit-step function associated with
some surface & (independent of %) in the domain. Further, assume that ¢ is smooth on %
and

Vv - V¢ =V - Vo =0, VaeAB (13)

Thus, v, satisfies (6) everywhere except on % where Vv, is singular. Again following a

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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6 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

procedure similar to (7);_4, and using (10), we obtain

0 0
—||V¢||? =2Veo. =V
IVl =2V6- 2V
=2V¢-Vo
= —-2V¢ - Ve
=-2(V¢-Vui)H, —2(V¢-Vu)(1 - H,) —2(V¢-n,)(v1 — v2)d, (14)
where n, is the unit normal to the surface 2 and ¢, is the Dirac delta function associated
with that surface, i.e. §,n, = VH,, in the sense of distributions. The first two terms on the
right of (14)4 vanish in light of (13), but the last term will not vanish in general. We therefore

expect the level set field to not remain a signed distance to the interface. We will examine the
consequences of this result in Section 4, with the aid of several numerical examples.

2.8. Variational formulation

Writing % for the space of admissible level set fields, the variational equivalent to (10) is given

by: Find ¢ € % such that
/¢’>w dv = —/vede (15)
B

B
forall w e .

3. DISCRETIZATION AND ALGORITHMS

Finite-element computations entail the projection of the solution space, %, and the associated
space of variations onto the finite-dimensional subspace % ". We use M to denote the total

M
number of elements in the mesh and consider a regular finite-element partition %" = Uf%w,
e=

with 2" = 2% but with element edges chosen, generally, to be independent of the interface
geometry. Letting P7(%°¢) denote the space of complete polynomials of order less than or equal
to j over element %€, we introduce

{N; € C°(B"): Ni|z. € PI(5°)}, (16)
where N;, with ¢ = 1,2, ..., are the nodal shape functions. Thereupon, we approximate ¢ using
¢"(x,t) = > Ni(x)d;(t), (17)

iel

where I denotes the set of all nodes in the mesh.
We consider the solution on the time interval .7 = [0,t], partitioned into time steps as
[tn, tnt1]. We approximate ¢ using a finite-difference stencil in time. For example, when a

forward-Euler scheme is used to approximate gi), the weak form of the problem is stated as:
Find ¢” ., € %" such that

/¢Z+1whd\/ = /¢’;whdv - At/(vf})nwh dv, (18)
B B B
Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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ASSUMED-GRADIENT LEVEL SET METHOD 7

for all wh € %", where (-),, denotes a time-discrete quantity evaluated at t = t,,.
A second-order Runge-Kutta scheme yields a first stage given by: Find ¢Z 41 € A" such
2

that

/ G rw"dV = / Pruw™ dV — At / () pw" AV, (19)
B B B
for all w" € %". This is followed by a second stage: Find ¢", , € %" such that
1 At
/¢Z+1wh dV = 3 / (¢Z + ¢Z+%) whdVv — - /(vé‘)n+%wh dv. (20)
2 2 2

Both first-order and second-order schemes will be examined in Section 4.

3.1. Mass lumping

Substituting (17) (and an analogous expansion for w") into (18) and lumping quantities at
the nodes yields the simple update formula

(di)nt1 = (di)n — AL (V)n (). (21)
This first-order scheme was used successfully by Mourad and Garikipati [11]. The following

second-order accurate variation is obtained by substituting (17) into (19) and (20), and lumping
quantities at the nodes:

(@)nss = (d)a = At (e1)u (@), (220)
1 N
(@)1 = 5 (@)t @ary) = 5 0D)asy (@), (220)

8.2. Construction of approximate extensional velocity field

The goal here is to construct the approximation v to the extensional velocity. A standard
approach [17] is to construct v/ such that

VP gmo = V" and Vol Vel =0, (23)
taking advantage of fast marching methods in the latter. A simpler, albeit less efficient approach
originally suggested by Malladi et al. [10] and previously used in [6, 11] is followed here. First,
we determine the closest-point projection, p, of each node x; onto the interface as represented
by the set of subsurfaces {€°}, where

¢° = {:c € #°:) Ni(x)d; = o} . (24)
icl

The algorithm used for this purpose is described in Section 3.3 below. The extensional velocity
at each node is then assigned via

”g(l‘i) = v"(p(z:)). (25)
We assume the normal velocity v to be a given function of position or geometry of the interface.
The approximation v" is therefore obtained from v(-) by replacing the arguments by their
discrete counterparts. When the normal velocity of the interface is a function of the interfacial
normal, we have found it advantageous to consistently use the assumption ||V¢|| = 1 when

approximating the normal through (8). The importance of consistently using this assumption
will be examined in Section 4.

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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8 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

3.8. Reinitialization of the level set field

The numerical strategy given by (18) or (19)-(20) does not insure that ||[V¢"| = 1 is
maintained. Due to both temporal and spatial errors in the discretization, we anticipate
that ||[V¢"|| may deviate sufficiently far from unity such that (18) or (19)-(20) cease to be
sufficiently accurate in describing the interface evolution. It is therefore useful to consider
reinitialization algorithms that effectively reset the level set field to an approximate signed-
distance function.

Sethian [17] uses the fast marching method to reinitialize ¢" as a signed-distance function
to the interface while simultaneously constructing an extensional velocity. Other re-distancing
algorithms include the iterative strategy proposed by Sussman and Fatemi [19]. Here, we
follow the strategy described by Mourad and Garikipati [11] for reinitialization. The algorithm
consists of a loop over the set of all nodes, {x;}, in which the nodal values of the level set
variable are reinitialized as

di = |lz; — p() | sign((z: — p(:)) - ne(p(:) ). (26)

The algorithm in Box 1 is used to locate the closest-point projection, p, of each node x; onto
the interface as represented by the set of subsurfaces {€°}. To simplify the implementation of
this algorithm, these subsurfaces are assumed to be planar (rectilinear in the two-dimensional
case). In other words, the algorithm searches for the closest-point projection onto % which is
a simplified representation of €°¢; in a two-dimensional framework, it is the rectilinear segment
passing through the endpoints of € [see Figure 4(a)].

FOR each node, x;, DO
ASSIGN p(x;) « (00,00)T
ENDDO
FOR each subsurface, %°, DO
FOR each node, x;, DO
FIND point p®(x;) such that ||z; — p°(x;)|| = min ||z; — z||
<€e

IF [l@; — p®(xi)[| < [[z; — p(e;)| THEN =€
ASSIGN p(x;) « p°(;)
ENDIF
ENDDO
ENDDO

Box 1. The algorithm used to locate the closest-point projection of each node on the interface.

Naturally, the error introduced by this simplifying assumption is less significant when the
interface is relatively smooth and the mesh is sufficiently refined. Further, this assumption is
exact in linear triangular elements but introduces some error in bilinear quadrilateral elements.
To illustrate this notion, the representation of a curved interface passing through the square
domain, & = {x : € (—1,1) x (=1,1)}, is shown in Figure 4. When 2 is discretized using
one bilinear quadrilateral element, the interface is represented by a single curved subsurface,
¢*¢, as shown in Figure 4(a). Error is therefore introduced when the planar (rectilinear) %
is used in lieu of &¢ for the purpose of locating closest-point projections. By contrast, it can

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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ASSUMED-GRADIENT LEVEL SET METHOD 9

1= 1
\\\ (ge
ro 0 N\\ ro 0
Cge \\
-1 0 1 -1 0 1
x Tl
(a) (b)

Figure 4. A curved interface is represented (a) by one curved subsurface when the mesh consists of a
single bilinear quadrilateral element, or (b) by two planar (rectilinear) subsurfaces when the domain
is discretized using two linear triangular elements.

be seen from Figure 4(b) that when 2 is discretized using two linear triangular elements, the
same interface—i.e. the interface implied by the same nodal values of ¢h—is represented by
two planar (rectilinear) subsurfaces. In this case, ¢¢ = ¢°.

It is noted that the method of finding closest-point projections outlined in Box 1 is
relatively expensive. For L subsurfaces and N nodes in the mesh, the complexity of the
algorithm is at best O(L x N). By comparison, fast-marching methods for reinitialization
have O(N log N) complexity and are much more efficient [17]. Regardless, it is important to
resort to reinitialization only when it is needed. It must also be noted however that in problems
where the closest-point projections must be determined for the purpose of constructing the
extensional velocity field (see Section 3.2 above), reinitialization consists only of performing the
assignment operation (26) once for each node, and hence does not incur a significant additional
computational cost.

8.4. Computing the local curvature of the interface
Using the assumption | V¢|| = 1, Equations (8)—(9) can be reduced to

n=Vo, (27)
K=V -n=V2. (28)

TThis simple estimate neglects the cost of constructing the subsurfaces in the first place, and determining the
closest point projection on each, both of which obviously incur additional expense.

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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10 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

However, the curvature cannot be approximated as x" = V2¢" with linear or bilinear elements,
where V2N; = 0, and consequently also VZ¢" = Z(VQNi)di =0, in element interiors.
el
To overcome this difficulty, we introduce the vector field n" = Z N;g; which minimizes
il

[l = wa| av.
B

This least squares problem can be expressed as: Find g; such that

> [ NiN;dV g = / N,; V¢l dv, (29)
i€l ) B

Lumping quantities at the nodes yields the simple expression

/ N; V¢ dv
g =27 (30)
/ N; dV
B
Finally, the curvature is approximated as
K=V .ah (31)

This least-squares projection procedure was used successfully with bilinear quadrilateral
elements by Dolbow et al. [5], Ji et al. [8], and Mourad and Garikipati [11]. A similar
procedure for unstructured triangulated meshes was proposed by Barth and Sethian [1].
A procedure incorporating two least-squares projection operations was proposed for linear
triangular elements by Chessa and Belytschko [3].

3.5. Stability
The critical time step At for the original level set equation is given by (Sethian [17])

h

Inax g At < h, (32)
where h is the characteristic mesh size. We have not performed a stability analysis of the
modified level set equation, but it is clear that the stability of the scheme depends on the
particular form of the extensional velocity. For example, for some extensional velocities the
final governing equation is identical to that obtained via (4) and stability is governed by (32).
By contrast, the scheme is unconditionally stable for constant extensional velocities. We will
examine examples of both cases in the next section. More generally, we have found time step
sizes of ) h

At =

2 max o
EISZ 1

(33)

to yield stable results that are also sufficiently accurate temporally. This choice is used in all
of the examples in Section 4, unless otherwise noted.

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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ASSUMED-GRADIENT LEVEL SET METHOD 11

4. NUMERICAL EXAMPLES

In this section, we examine the performance of the assumed-gradient level set algorithm for a
series of problems, using finite-element discretizations based on both bilinear quadrilateral and
linear triangular elements. Unless otherwise noted, results are reported using the second-order
Bubnov-Galerkin (19)-(20) method with consistent mass matrix, without reinitialization, and
with time-step size given by (33).

4.1. Circle collapsing at unit speed

(a) (b)

Figure 5. First benchmark problem: (a) Coarsest triangular mesh used (h = 0.16). (b) Location of the
zero level set, computed at equal intervals within ¢ € [0, 0.5].

As a first benchmark problem, we consider a circular interface shrinking at unit speed;
i.e. v = 1 everywhere on ¥ with n. pointing toward the center of the circle. Accordingly,
the extensional velocity v, = 1 is used, and the assumed-gradient equation (10) reduces to
é)+ 1 = 0. The calculations are carried out on a sequence of four Cartesian meshes with
characteristic element size, h, successively reduced by a factor of two. This process is repeated
with unstructured triangulated meshes. The computational domain, a 4 x 4 square, and the
coarsest triangular mesh used (A = hpax = 0.16) are shown in Figure 5(a). The level set field
is initialized as a signed-distance function to a circular interface with radius ro = 1.

Since v, is constant in this example, we note that the first-order (18) and second-order
(19)-(20) algorithms are unconditionally stable and yield identical results. The time-step size
At = 1073 is chosen arbitrarily and is used with all meshes. Figure 5(b) shows the numerical
results obtained using the coarsest triangular mesh. The figure shows the location of the
interface at equal intervals within ¢ € [0, 0.5]. For clarity, the initial zero level set is shown as
a thicker line.

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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12 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

1.0E-2

1.0E-3

relative error

1.0E-4

O Quadrilateral
v Triangular

1.0E-5 T .
0.01 0.1 1

Figure 6. The error in the L?-norm plotted against the characteristic element size for Cartesian and
triangulated meshes.

To assess the accuracy of the numerical results obtained, the relative L2-error in ¢” is
computed for each value of h. The exact solution is a signed-distance function with a zero level
set that remains circular with radius r(¢) = rg — ¢, for 0 < t < rg. The plots of the relative
error against h, shown in Figure 6, confirm that optimal second-order convergence is achieved
on Cartesian as well as unstructured meshes. This result is not particularly surprising since
the solution at t = t,, = nAt is given trivially by the initial data as ¢"(x,t,) = ¢"(x,0) —nAt.
The accuracy is thus entirely governed by the interpolation error in the initial signed distance
function.

(55
2%,
AT

N WA 9,

a7 L NN OSOA

A P O LR
et SRR R e

RS ! 'i“t"

ORI

<7

Figure 7. Computations carried out on a mixed unstructured mesh (h = 0.08). The location of the
zero level set is shown at equal intervals within ¢ € [0, 0.5].

It is noted that the choice of spatial discretization is not restricted to Cartesian grids and
unstructured triangulations. For example, a structured or unstructured mesh comprising both

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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ASSUMED-GRADIENT LEVEL SET METHOD 13

quadrilateral and triangular elements can be used. To illustrate this idea, the same problem
is repeated on such a mixed unstructured mesh, shown in Figure 7. The numerical results
obtained are also shown in the figure and do not exhibit any noticeable defects.

4.2. Clircle collapsing at curvature-dependent speed

1.0E-14
1.0E-24
.
V. N =
i 5 4]
RN ]
inivi T AWLWIY o 1.0E-34
E(!Hu’, YERHHRRA >
A SIS Es SRR SR 3
T [aIaT] o
L
1.0E-44 [ With Reinitialization
N d ) ¥ Without Reinitialization
1.0E-5 T |
0.01 0.1 1
h
(a) (b)

Figure 8. Second benchmark problem: (a) Numerical results obtained on the mesh shown (h = 0.08).

The location of the zero level set is shown at equal intervals within ¢ € [0,0.455]. (b) The error in the

L?-norm plotted against the characteristic element size. The error introduced by the reinitialization
scheme can be seen clearly.

As a second benchmark problem, we consider the curvature-driven collapse of a circular
interface. In this problem we have v = —k, where & is the local curvature of the interface. It is
noted that k£ < 0 with n. pointing toward the center of the circle, and vice versa. The curvature
is evaluated as described in Section 3.4. The extensional velocity field, v, is constructed by
closest-point projection as described in Section 3.2. A 4 x 4 square computational domain is
used. The calculations are repeated on a sequence of four Cartesian meshes with characteristic
element size, h, successively reduced by a factor of two. The computational results obtained
with h = 0.08 are shown in Figure 8(a).

The exact solution is a signed-distance function with a circular zero level set whose radius
is given by r(t) = \/r¢ — 2t. The initial radius is ro = 1. The forward-Euler scheme (18) is
used to advance the solution in time over the interval ¢ € [0,0.455]. Based on the highest speed
reached within this time interval, vi,ax = 1/7|t=0.455 = 10/3, and the smallest mesh size used,
hmin = 0.02, the time step size At = 1072 is chosen and is used with all meshes.

To quantify the error introduced by the reinitialization scheme of Section 3.3, the
computations are repeated with reinitialization invoked at the end of every time step. The
relative L2-error in ¢", with and without reinitialization, is plotted against h in Figure 8(b).
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14 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

It is clear from this figure that optimal second-order convergence is achieved, regardless of
whether reinitialization is used. The fact that it preserves the optimal convergence rate is
a known advantage of the reinitialization scheme used (see Peng et al. [14]). However, it is
also clear from Figure 8(b) that the error introduced by the reinitialization algorithm is not
negligible; it is therefore important to avoid invoking it unnecessarily.

2.4E-3
\ ® Quadrilateral ® Quadrilateral
¥ Triangular v Triangular
\"\,\ 2.0E-3+-|\ Linear i
-0.1% ~<y Quadrilateral
'\!l\‘ \ Linear regression, /
Triangular
2 \'k \‘\ ___16E3 e
-0.2% o
~ =~
2 . |
< I\I 1.2E-3
l\ e /
3 0% > - el
~ I\..\ 8.0E-4 / ]
-0.4% ™
0 4.0E-4 e
ge
-0.5% 0.0E+0
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
number of times reinitialized number of times reinitialized

(a) (b)

Figure 9. The plots shown demonstrate that (a) the area enclosed by the circular front is lost when
reinitialization is performed using the scheme of Section 3.3, and that (b) every time the reinitialization
scheme is executed, the interface moves a distance proportional to its curvature.

We also examine the capacity of the reinitialization scheme to conserve the area enclosed by
the interface. For this purpose, we begin with a circular interface with ro = 1 and we repeatedly
invoke the reinitialization algorithm at ¢ = 0, i.e. without advancing the solution in time. This
numerical experiment is conducted on both Cartesian and triangulated grids with A = 0.02. In
Figure 9(a), the change in the area enclosed by the interface is plotted, as a percentage of the
initial enclosed area, against the number of times the reinitialization algorithm is executed.
Clearly, reinitialization leads to area loss with both types of grids. However, this area loss is less
severe on triangulated grids, as expected (see Section 3.3). In addition, the plot in Figure 9(b),

1(,.2

suggests that we can write 3 (ro — r2) = eN,., where r is the radius of the circular interface

after reinitializing IV, times. This implies that

dr €
v, = —€k, (34)

i.e. every time it is executed, the reinitialization scheme moves the interface a distance
proportional to its curvature. The value of the proportionality constant, €, is determined via
linear regression from the data in Figure 9(b). As expected, it is found to be larger with the
Cartesian mesh (~ 2.02 x 107°) than with the triangulated grid (~ 9.56 x 10~9). Periodic
reinitialization can thus be expected to produce an effect similar to the addition of an artificial
curvature-dependent term.
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4.3. Non-convex curve collapsing at curvature-dependent speed
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Figure 10. Curvature-driven collapse of a non-convex curve: (a) Location of the zero level set, computed
at equal intervals within ¢ € [0,0.56]. (b) Non-Cartesian finite-element mesh used.

As another example of curvature flow, we examine the collapse of the star-shaped curve,
shown in Figure 10(a). The original profile, shown as a thicker line, is clearly non-convex.
Consequently, some parts of the curve propagate outwards initially, until the curve loses its non-
convexity. Beyond this point, all parts of the curve propagate inwards, forming a circle which
collapses as in the previous example. The mesh shown in Figure 10(b) is used in this problem to
illustrate the possibility of carrying out the computations on arbitrary (non-Cartesian) meshes
based on quadrilateral elements. The forward-Euler scheme (18) is used with At = 1073 to
advance the solution in time over the interval ¢ € [0, 0.56]. Reinitialization is performed once
every 10 time steps. Importantly, the results shown in Figure 10(a) do not appear to exhibit
a sensitivity to the structure of the mesh.

This example demonstrates the applicability of the present algorithm to problems in which
the velocity of the interface changes sign. It is noted that less expensive algorithms which
rely on solving the Eikonal equation, e.g. the fast marching method [17] and ordered upwind
methods [18], cannot be used with such problems.

4.4. Merging circles

Next, we provide an example problem involving changes in topology and discontinuities in v,
and V¢. We consider a problem in which the initial interface consists of two disjoint circular
fronts—the two innermost circles in Figure 11. The right front has an initial radius ro = 0.5
and expands with normal velocity v = 0.2, while the left one is initially twice as large but
expands twice as slowly. The boundary of the 8 x 4 rectangular computational domain is also
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16 H. M. MOURAD, J. DOLBOW AND K. GARIKIPATI

shown in Figure 11. We report results obtained on a uniform mesh of quadrilateral elements
with characteristic size h = 0.04, using the first-order update formula (21) and time-step size
given by (33). The lumped-mass approach is chosen in this case to illustrate the efficacy of this
simple algorithm; qualitatively similar results are given by the first or second-order consistent
mass algorithms.

IF t<xy OR ( zy <x < x, AND n, >0 ) THEN
v(z) =0.1

ELSE
v(z) =0.2

ENDIF

Box 2. The algorithm used to determine which front a point belongs to, and thus to select the correct
local velocity.

During the simulation, the normal velocity at a point & = (x,y)7 on the zero level set
is determined depending on its coordinates and on the direction of the local normal to the
interface, m = (n,,n,)”. This is achieved with the aid of the algorithm in Box 2, where
(rg,y.)T and (x,,y.)T are the center points of the left and right fronts, respectively. In the
current numerical example, these parameters take the values x, = 2.5, z,, = 5.5 and y. = 2.0.

Q-

Figure 11. Two circular fronts growing at different speeds and merging. Location of the fronts is shown
at equal intervals within ¢ € [0, 10].

The level set field is initialized as the signed distance to the closest front, giving rise
to a discontinuity in V¢" at points which are equidistant from both fronts. After the two
fronts merge, these discontinuities manifest themselves as sharp corners in the zero level set.
In addition, the difference in propagation speeds leads to a discontinuity in Vv? when the
extensional velocity field is constructed by closest-point projection (see Section 3.2) from the
fronts. Nevertheless, it is clear from Figure 11 that the numerical solution is free from spurious
effects, even in the neighborhood of these discontinuities.
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4.5. Simulation of etching processes

Finally, we present numerical results from simulations of surface etching processes used in the
manufacturing of semiconductor devices. This class of problems was studied extensively by
Sethian and Adalsteinsson [15]. The location of the zero level set, before etching starts, is
shown in Figure 12. The dimensions of this initial profile are also shown, along with those of
the computational domain used in the simulations described below.

2.24 f~—{1.00 1.00 B
H H
g g
< [
Bt
1 (35 ] |

=3

S (5]

} 8.00 |

Figure 12. The etching problem: Dimensions of the initial profile and the computational domain.

Chemical etching is the simplest problem in this class, since it corresponds to v = 1.
This leads to a constant extensional velocity, v, = 1, and (6) is satisfied trivially. For this
case, we report results obtained with a uniform mesh of bilinear quadrilateral elements with
characteristic mesh size h = 0.02. The results are shown in Figure 13. Clearly, inward corners
remain sharp whereas smooth rarefaction fans develop at outward corners. This indicates
convergence to the correct entropy solution, i.e. the solution that satisfies the entropy condition
first proposed by Sethian [16] for propagating interfaces and which is similar to that for scalar
hyperbolic conservation laws (see also [17]).

The ion milling (sputter etching) process is a more challenging problem to simulate since
the rate at which material is etched away from the surface is a function of the angle between
the incident ion beam and the normal to the surface. The form of such a yield function is
often obtained by fitting experimental data [15]. Confining attention to the case where the
beam impinges on the surface vertically from above, the angle 6(x,t) between the beam and
the local normal, n, to a given level set can be defined as

0 =cos ' (n-(—ey)), (35)

where e is the unit vector in the vertical direction shown in Figure 12. Following Sethian and
co-workers [1, 15], we consider the following yield functions:

Ve(0) = cos(0), (convex), (36)
ne(6) = 5cos(0) — 4 cos®(6), (non-convex). (37)
Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 00:1-6
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=)

Figure 13. The chemical (isotropic) etching problem.

Note that it is possible to show that V. and v, are both extensional. This can also be inferred
from the observation that setting v, = V¢(f) or ve = ¥,c(#) everywhere in the domain leads
to the propagation of parallel level sets at the same speed. We also note that neither speed
function is defined where @ is discontinuous. In the problem under consideration, a discontinuity
in the level-set gradient—already present at ¢ = 0 in the form of a sharp corner in the profile
of Figure 12—consists of a jump in 6 between 0 and /2. Since V. is convex over the interval
0 € [0,7/2], it is possible to resort to blending between the extrema ¥.(0) and V.(w/2), to
evaluate V. at the discontinuity. However, such an approach can encounter difficulties with
non-convex speed functions like v,.; consider for example that the maximum value of v, is
reached at some intermediate value between 0 and /2 (see Sethian and Adalsteinsson [15]).
For details regarding more sophisticated strategies—e.g. monotone schemes and ENO/WENO
versions thereof—which are widely adopted in problems involving non-smooth solutions, see
Zhang and Shu [20] and references therein.
In the convex case, v, = V.(0), the original level set equation (4) takes the form

b—es Vo =0. (38)

This is a linear pure-advection equation. Given that —es is the advective velocity, we expect
horizontal portions of the zero level set to migrate downward (visibility effects are ignored
allowing the bottom surface to migrate) while vertical ones remain stationary.

It is important to note that the modified equation (10) also yields (38) if the assumption
V| =1 is used consistently with (8), such that (35) gives § = cos™!(—V¢-e3). Remarkably
however, failure to consistently invoke this assumption gives rise to misleading numerical
artifacts, as explained below (see Figure 18).

The Bubnov-Galerkin weak form of this problem can be stated as follows: Find ¢!, € %"
such that

/ ot dv = / " dV 4 At / (€2 Vol)whav, (39)
B B B
for all w" € #". To attenuate the spurious spatial oscillations expected to appear in the

numerical solution of this advective system, the following stabilized Petrov-Galerkin weak
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(a)

(b)

Figure 14. The ion milling problem with convex speed function, ve = cos(#). Results shown were
obtained with (a) Bubnov-Galerkin formulation (b) Petrov-Galerkin (SUPG) formulation.

form can be used in place of (39):
M M M
> / ¢h AV =" / Pph M dv + AtZ/ (e2-Vol) zhav, (40)
e:lg6 e:lg6 e:lg6

where 2" = wh + 7¢ (62 . th) is the perturbed weighting function, 7¢ = h§/v/15 is the
stabilization parameter (see Brooks and Hughes [2]) and h§ is the dimension of ¢ in the
vertical direction. Forward-Euler time integration is adopted in both formulations, (39) and
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AN

(a)

l
l

(b)

Figure 15. The ion milling problem with non-convex speed function, ve = 5cos(f) — 4 cos®(6). Results
shown were obtained on (a) Cartesian mesh (b) unstructured locally-refined mesh.

(40), of this problem. A step size At = 1072 is used with this first-order scheme for added
temporal accuracy. Conditional stability is attainable with At < 0.02 in this case, since the
domain is partitioned with a uniform mesh with characteristic element size h = 0.02.

A comparison of results obtained with the non-stabilized Bubnov-Galerkin method and the
stabilized SUPG algorithm are shown in Figures 14(a) and 14(b), respectively. Despite the
presence of discontinuities in V¢ and ve, the numerical results obtained—even with the non-
stabilized Bubnov-Galerkin formulation—do not exhibit significant oscillations in the solution.
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Minor oscillations in the interface geometry can be observed for both algorithms, though in
different regions of the domain.

Finally, we consider the non-convex case, ve = Vpc(#). Using the assumption [|[V¢|| = 1
consistently leads to the governing equation
b —5(es- Vo) +4(ey- V) =0. (41)

A Bubnov-Galerkin approach, combined with second-order Runge-Kutta time stepping, leads
to a two-stage update procedure analogous to (19)—(20). Figure 15(a) shows results obtained
with a uniform mesh of bilinear quadrilaterals (h = 0.02), while Figure 15(b) shows results
obtained on an unstructured triangulated grid, locally refined in the neighborhood of the zero
level set. Noting that
Ogneagx% Vne(0) = ¥4e(0.2777) &= 2.152,

the condition for stability is At < 9.3x 1073 on the Cartesian mesh and At < 6.2x 1073 on the
unstructured one. For improved accuracy, a step size At = 10~ is used with both grids. The
computations performed on both grids appear to converge to the correct entropy solution.
Qualitatively, the results in Figure 15 are in excellent agreement with those of Barth and
Sethian [1], obtained using their explicit discontinuity-capturing Petrov-Galerkin formulation.
Clearly, the faceting implied by the non-convex yield function is captured, sharp corners are
well preserved and the solution has no visible spurious oscillations.

10.00

1.00 4/ /
=
P_/ \ L*®norm
¢

0.10

D VeV Vg
0.01

o -~ N a2 < Yo} © ~ © [} o

S 9o © © 9 © o 9 S o =

o o o o o o o o o o o
time

Figure 16. The deviation of ||V¢"|| from unity, plotted against simulation time. The effect of
reinitialization every 0.01 time units can be seen clearly.

It is important to note that, although reinitialization of the level set field was not needed in
any of the previous numerical examples, it was found to be necessary to maintain stability in
this case. In all the problems presented before, |[V¢"| = 1 is maintained for all ¢ € [0,¢7]. In
the present problem however, ||[V¢"|| deviates from unity as the solution progresses in time,
despite the fact that the velocity field is extensional. This fact is illustrated in Figure 16,
where the normalized L2- and L>-norms of this deviation, defined as Z,(V¢") = [|[V¢"| -1,
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are plotted against time. It is clear from the graph that both norms increase with time—
though not necessarily in a monotonic fashion—and experience a sudden drop each time the
reinitialization algorithm is invoked (every 0.01 units of time in this case). Our numerical
experiments suggest that the L°°-norm of %, must not be allowed to exceed 2.0 if stability
is to be maintained. This issue is clearly one that merits further investigation and will be
the subject of future work. At present, we suggest that the L°°-norm of %, could be used as
a heuristic indicator of when to invoke reinitialization. It is noted that the idea of allowing
|[V¢"| to deviate slightly from unity before invoking reinitialization has been widely accepted
since the notion of reinitialization was first introduced by Chopp [4]. Moreover, the question
of when to invoke reinitialization, and the idea of monitoring the norm of %4 and invoking
reinitialization when this norm reaches a given value are discussed by Peng et al. [14].

\

<

Z

Figure 17. Loss of sharpness at corners due to excessively frequent reinitialization [compare to
Figure 15(b)].

In addition to rebuilding a signed-distance function to the interface, the reinitialization
algorithm of Section 3.3 introduces some error which has the effect of rounding sharp corners,
thereby improving stability. This is the same effect achieved by discontinuity-capturing schemes
which introduce artificial diffusion/viscosity terms, e.g. Lax-Friedrichs (see also Hansbo [7]). In
the current scheme, the frequency of reinitialization governs the amount of numerical diffusion
introduced; i.e. more frequent reinitialization improves numerical stability but introduces
more error. Reinitializing too frequently leads to a loss of accuracy at the corners, as can
be seen by comparing the results in Figure 17, obtained by reinitializing every single step,
to those in Figure 15(b), obtained by reinitializing every 10 time steps. It is also noted that
the error introduced by the reinitialization algorithm is due in large part to the treatment
of each subsurface ¢, in the current two-dimensional framework, as a rectilinear segment.
As explained in Section 3.3, this assumption is better justified, and thus introduces less
error, in linear triangular elements, than in bilinear quadrilateral elements. More frequent
reinitialization is therefore needed to maintain stability on triangulated grids; for example, the
results shown in Figure 15(b) were obtained on a triangulated grid by reinitializing every 10
time steps, and yet are very similar to those shown in Figure 15(a), obtained on a Cartesian
grid by reinitializing every 100 time steps.
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3

T

D

Figure 18. The non-physical faceting artifact [compare to Figure 15(b)] resulting from an inconsistent
use of the assumption ||[V¢| = 1.

Furthermore, numerical experiments reveal that the artifact illustrated in Figure 18 is caused
by the failure to use the assumption ||V¢| = 1 consistently. More specifically, the wrong
solution is obtained when the aforementioned assumption is used in the original level set
equation (4) to obtain the modified equation (10), but is not used in (8) to justify writing
n = V¢. The resulting (incorrect) governing equation is

L Vo Ve
¢ 5(62 ||V¢)+4(e2 wn) =0 (42)

Expectedly, erroneous results are obtained when ||V¢| is evaluated numerically in the
neighborhood of discontinuities in V. It is perhaps worth noting that Barth and Sethian [1]
observed a similar effect—which they described as “unphysical faceting on the lower surface” —
in results they obtained using an implicit discontinuity-capturing Petrov-Galerkin formulation
based on the original level set equation.

5. SUMMARY AND CONCLUDING REMARKS

In this paper, we presented an approach to simplify the algorithmic treatment of the level
set equation for evolving-interface problems. The approach relies on the level set function
being sufficiently close to a signed-distance function, and using that assumption consistently.
Such a signed-distance function is preserved as the solution progresses in time if the velocity
field is extensional. Noting that this can be shown only where the level set field and the
extensional velocity field are both sufficiently smooth, we applied our “assumed-gradient”
algorithm to various problems in which these smoothness requirements are not met. In these
numerical experiments, convergence to the correct entropy solution was observed, even though
the proposed scheme did not resort to spatial stabilization and/or discontinuity-capturing
terms such as those used by Barth and Sethian [1]. This is particularly remarkable for a class
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of problems considered, namely sputter-etching simulations, where the governing equation
takes the form of a Hamilton-Jacobi equation with convex or non-convex Hamiltonian. Results
obtained in these simulations were comparable, qualitatively, to those obtained using more
complex stabilized formulations such as those in [1]. With the exception of the case of a non-
convex Hamiltonian, stability was achieved using time step sizes on the order of the standard
CFL condition. In the non-convex case, we found that |[V¢"|| = 1 was quickly violated, but
that periodic reinitialization was sufficient to correct this deviation and maintain stability.

Importantly, the assumed gradient algorithm described herein has been discretized using
structured and unstructured finite-element meshes based on bilinear quadrilateral and linear
triangular elements. Particularly for quadrilateral-based meshes, our approach appears to be
rather unique. The algorithm is easy to implement and represents a viable alternative to
more complex schemes based on Petrov-Galerkin formulations with discontinuity capturing
operators, for example. Extensions to higher-order elements and multi-dimensional problems
are obviously worth pursuing.

Finally, it should be noted that the algorithms used here to build the extensional velocity field
and to reinitialize the level set field are admittedly expensive. As such, when the procedure
described herein is applied to structured Cartesian meshes, the overall procedure is not as
efficient as more mature schemes employing the latest techniques from the level set community
that have been specifically tailored for such cases. However, we contend that other options are
available and that the particular techniques used herein are not of central importance to the
success of the assumed-gradient formulation. The adaptation of fast marching methods to
arbitrary quadrilateral meshes, for example, would allow for the reinitialization and velocity
extension algorithms to be greatly improved. The development of such techniques and the
extension of this work to higher-order elements are areas of future research.
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